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Jitter and lag severely impact the smoothness and responsiveness of user experience on vision-based human-display interactive
systems such as phones, TVs, and VR/AR. Current manually-tuned filters for smoothing and predicting motion trajectory
struggle to effectively address both issues, especially for applications that have a large range of movement speed. To overcome
this, we introduce N-euro, a residual-learning-based neural network predictor that can simultaneously reduce jitter and lag
while maintaining low computational overhead. Compared to the fine-tuned existing filters, N-euro improves prediction
performance by 36% and smoothing performance by 42%. We fabricated a Fish Tank VR system and an AR mirror system
and conducted a user experience study (n=34) with the real-time implementation of N-euro. Our results indicate that the
N-euro predictor brings a statistically significant improvement in user experience. With its validated effectiveness and usability,
we expect this approach to bring a better user experience to various vision-based interactive systems.
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1 INTRODUCTION
Interacting with displays is becoming a dominant way for humans to process information in our daily lives. Various
kinds of displays are ubiquitous around us, from small screen displays (e.g., cell phones, touchpads) to bigger
screen displays (e.g., computers, TVs) and to emerging wearable devices (e.g., VR/AR headset). Researchers have
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Fig. 1. By mitigating both jitter and lag, N-euro enhances the overall user experience. (a) The Digital Window application is
utilized as an illustrative example, simulating a real window using a display, to convey the underlying concept of our approach.
(b) Other application scenarios are showcased, highlighting the results obtained both without and with the integration of
our prediction technique.

been exploring different interaction techniques, either touch-based or touchless, for more intuitive human-display
interactions [12, 17, 23, 44, 72].
This paper focuses on vision-based interactive systems (i.e., using cameras as the sensor), particularly those

requiring the tracking of human motion trajectories. In vision-based interactive systems, response time is a
crucial factor, which reflects how quickly the system can respond to user inputs. The entire sensing-rendering
loop involves camera image acquisition (including both exposure and readout), image processing for obtaining
user input localization, and corresponding scene rendering on display. The response time is the time from the
sensing to the corresponding rendering on display. Depending on the complexity and implementation details
of the systems, response time can vary from 10s of ms to 100s of ms. Therefore, by the time the corresponding
view rendering is finished, the user may have already moved to another location. Slow response time results
in a lag between the user’s motion and the perceived pixel changes on the display, significantly impacting the
user experience. In VR/AR, this is referred to as Motion-to-Photon (MTP) latency, and a large MTP latency can
cause a loss of performance and even provoke cybersickness [73]. Another important factor influencing the
user experience of vision-based interactive systems is jitter. Jitter could arise from the noise introduced by both
the hardware system and the tracking algorithms employed. Specifically, spatial jitter manifests as trembling
or instability of perceived pixels on the display, consequently impeding users from seamlessly viewing and
interacting with the display content [3].

Prior research has explored the prediction for the endpoints of mouse movements [8, 45, 84], gaze fixation and
viewport [6, 24], finger/hand movements [25, 33, 35, 36, 56, 77], and head movements [31, 32, 66]. Most of these
works have primarily focused on achieving accurate predictions of final outcomes, such as reaching a target,
and their evaluation metrics have centered around prediction accuracy. However, in the context of vision-based
interactive systems, the smoothness of the entire motion trajectory, from the starting position to the end position,
significantly influences the overall user experience. On the other spectrum, common ways in signal processing to
reduce jitter or lag is by adding either a smoothing filter (e.g., moving average filter [38]) or a predictive filter

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 7, No. 3, Article 120. Publication date: September 2023.



N-euro Predictor: A Neural Network Approach for Smoothing and Predicting Motion Trajectory • 120:3

(e.g., Kalman filter [9, 48, 79, 82], double-exponential filter [47]). However, smoothing filters face the jitter-lag
tradeoff (i.e., less jitter uses a longer looking back window of the historical signals and causes more lag, and less
lag has to use a short window and results in more jitter). Predictive filters encounter a similar tradeoff, as they
need to calculate speed or acceleration from noisy data. Using a longer window provides smoother results but at
the expense of timely predictions, while a shorter window offers quicker responses but with increased jitter. One
euro filter [14] is a well-known and widely adopted filter for striking a dynamic balance between the jitter and
filter-introduced lag, but it does not make predictions and cannot handle scenarios with high initial system lag.
The aim of this paper is to simultaneously reduce both jitter and lag to enhance the user experience in

vision-based interactive systems. To achieve this goal, the system must render the scene based on a smoothed
user’s location at the time of rendering completion, rather than the user’s location derived at the moment of
image capture. This is accomplished through a neural network (NN)-based predictor that takes recent historical
data as input and outputs near-future predictions. Designing such an NN-based predictor faces challenges on
three fronts. First, human motion is non-deterministic and could be arbitrary, making it challenging to predict
accurately. Second, the performance of NN-based algorithms is typically highly dependent on the training datasets,
which may have low generalization capabilities for different noise levels, motion types, and individuals. Third,
an NN-based predictor itself could introduce high computational overhead in terms of both memory size and
inference time, potentially leading to even more lag.
We tackle these challenges in the following manner. (1) Although human motion during interaction is non-

deterministic, it is confined within certain limits (e.g., movement speed and acceleration are bounded and follow a
joint distribution). Human movement speed and acceleration cannot change abruptly. A change in direction must
occur through deceleration to zero in the original direction, followed by acceleration in the new direction. By
collecting human movement data under different conditions, we propose a network that can learn the overarching
constraints of human motion and the short-term dynamics from the data, and predict the near future (2) Instead
of feeding raw sensor data, images/videos, directly into the network, we first abstract human motion during the
interaction as univariate time series. This way, the inputs to the neural network have higher information density
and reduce the domain gap between different people and environments. (3) We prune the network to contain the
minimum number of parameters while retaining the ability to predict and smooth motion trajectories, and it can
perform inferences within 1 ms.

We compare the proposed N-euro predictor with existing traditional filters, quantitatively showing that N-euro
predictor provides more accurate predictions while maintaining the highest level of smoothness. To further
validate the practical improvement in user experience, we conducted two user studies. In the first study, we
implemented a “Digital Window” system that utilized a display to simulate a real window, creating a Fish Tank
Virtual Reality (FTVR) setting. N-euro was evaluated against various baseline algorithms, and the results revealed
that our N-euro predictor significantly outperformed the alternatives in terms of user experience. By effectively
reducing both perceived lag and jitter, our system provided the best user experience for FTVR interactions. In
the second study, we employed the “AR-mirror” system to investigate AR interactions. Despite slightly higher
perceived jitter compared to the smoothest baseline, participants consistently preferred our N-euro due to its
substantial reduction in lag. This trade-off between jitter and lag was well-received by users, underscoring the
practical benefits of our approach in AR interaction scenarios.
We summarize our core contributions as follows.
• We developed an NN-based predictor, N-euro1, using a residual-learning approach to address two main
issues (jitter and lag) influencing the human-display interaction user experience. The N-euro predictor
maintains a small network size and minimal computational overhead.

1The name “N-euro” is an homage to the One Euro filter [14] and stands as an abbreviation for “Neuro” network-based predictor.
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• We quantitatively demonstrate the performance of N-euro predictor by comparing it against commonly
used smoothing and prediction filters. N-euro predictor outperforms all baseline filters by a significant
margin, especially for applications involving a wide range of movement speeds and relatively low tracking
frequencies. Specifically, the N-euro improved the prediction performance by 36% and the smoothing
performance by 42% on average.

• We developed two vision-based human-display interactive systems, Digital Window (VR) and AR mirror,
to assess the real-world impact of the N-euro predictor on the actual user experience. Repeated measures
ANOVAs and the post-hoc Tukey tests with 34 participants show a statistically significant improvement
of the N-euro predictor in reducing jitter and lag. The results demonstrate the favorable impact of the
N-euro predictor in enhancing the user experience in real VR and AR systems.

2 RELATED WORK
Our work mainly intersects with three areas of research: smoothing and predictive filters, human motion
prediction for latency compensation, and time series forecasting.

Smoothing and Predictive Filters. In signal processing, the moving average filter [10, 64, 80] is a commonly
used method for smoothing noisy signals. However, it requires a moving window of length 𝑛, resulting in a
lag of up to 𝑛 times the sampling period. The double exponential smoothing filter [26, 81] mitigates the lag
issue by assigning exponentially decreasing weight to older data points. The well-known Kalman filter and its
variations [9, 48] require prior information about the system generating the signal, which is not always available
and hard to assume for human motion. Double exponential and Kalman filters could be used as predictive filters,
which means they can predict future point locations. LaViola [47] has shown that a double exponential filter can
provide the same level of prediction accuracy as Kalman and extended Kalman filters but with significantly less
computational overhead. During the tuning process, we discovered that traditional predictive filters also face the
jitter-lag tradeoff, failing to provide optimal results in both metrics. The one euro filter [14] is a well-adopted
smoothing filter in the tracking system, which is a first-order low pass filter with an adaptive cutoff frequency
based on the speed. It uses a low cutoff frequency at low speed for less jitter and an increased cutoff frequency at
high speed for reducing the filter-introduced lag, but it cannot reduce the initial system lag. Furthermore, all
the traditional filters mentioned above require hyperparameter tuning for different scenarios. In recent years,
neural networks have proven to be more advanced than traditional hand-crafted filters in various fields, such as
computer vision [60] and audio processing [63]. The advantage of neural networks is that they can be designed
by learning from data and have many parameters to extract features, allowing them to adapt to complex scenarios
automatically. With this insight, we designed a neural network-based filter which indeed shows advantages over
traditional filters.

Human Motion Prediction for Latency Compensation. Since most interactive systems have a lag between
user input and corresponding interface reaction, using prediction to compensate for such lag has been explored in
many works in the HCI community. We categorize them based on if the final interactive systems are touch-based
or touchless. (1) Touch-based. Heuristics-based/regression-based prediction is a common way of predicting for
reducing the perceived delay [8, 84, 87]. Xia et al. [84] proposed to predict touch events by tracking the path of a
user’s finger as it approaches the display and predicting the location and time of landing. They fit a parabola
on the hovering trajectory and linearly extrapolate to the next positions. The Delphian Desktop predicts the
user pointing target based on estimating the movement direction and peak velocity [8]. Other rationales for
endpoint prediction include inverse control theory [89], and normative kinematic laws [45, 61]. Prediction for the
touch-based interactive systems could leverage the human body, arm, and hand information, which is usually not
available for touchless interactive systems. TurboTouch predictor [56] leveraged finite-time derivative estimation
together with a post-smoothing of the prediction, which demonstrated great performance on both accuracy and
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smoothness on direct touch tasks. It, however, requires relatively complex parameter tuning for both the general
parameters and the optimization-based parameters. Henze et al. [36] proposed to use neural networks (LSTM
model) for predicting user inputs on touchscreens. This serves as a reasonable baseline for our work and we
compared our proposed filter with it in our evaluation. (2) Touchless. The most representative touchless interactive
systems are AR and VR systems, and there is a great amount of work on reducing the motion-to-photon latency
by prediction [31, 32, 46, 66, 83]. LaViola mentioned two ways used for head tracking in Oculus VR headsets [46]:
assuming either the currently measured angular velocity or the acceleration will remain constant over the latency
interval. Other head tracking work leveraged a linear combination of the past values [32], kalman filter [31], and
LSTM-based neural network [66]. Hand motion, as the primary method for inputs in AR/VR systems, also plays
an important role. Several recent works explored hand motion prediction in AR/VR [25, 33, 77]. Most recently,
Gamage et al. [25] proposed a kinematics-based regressive model for continuously predicting ballistic hand
movements that work across users and activities. Our work builds upon those works but differs in that we aim to
achieve prediction and smoothing at the same time with a tiny overhead.

Time Series Forecasting. There are mainly two categories of approaches to the time series forecasting
problem: classic statistical methods and learning-based methods. (1) Classic statistical methods.Double exponential
smoothing, autoregressive integrated moving average (ARIMA) models, and their extensions are well-known
classic time series forecasting methods. ARIMAmodels have been used for predicting primary energy demand [21]
and stock prices [7, 54]. (2) Learning-based methods. Recently, neural network-based time series forecasting
methods have gained popularity and have been shown to outperform classic statistical methods [15, 41, 49, 58, 69].
N-BEATS [58] was the first to demonstrate that purely deep learning-based architecture can achieve state-of-
the-art results in univariate time series forecasting. Temporal Fusion Transformer [49] uses recurrent layers
for local processing and self-attention layers to learn temporal relationships, resulting in improved prediction
performance at multiple future time steps. It is important to note that general time series forecasting methods do
not consider the smoothness of the predicted time series or the running time delay, which are crucial factors in
our applications.

3 N-EURO PREDICTOR
The N-euro predictor is a neural network-based solution for predicting a smoothed near-future human motion
trajectory. Previous work in human dynamics prediction leverages the videos/images as inputs [42, 85, 86], which
contains rich information about the motion context (e.g., environment, object). This input format, however,
decreases the information density (e.g., many pixels in the image are not useful for prediction) and enlarges the
domain gap (e.g., pixel-level statistics are quite different). Therefore it makes it harder for neural networks to
learn to predict only the trajectory and generalize well to different scenarios and users outside the training sets,
especially with a small network and limited training data.
Instead of using raw sensor data, we first abstract the human motion data captured by sensors into several

univariate time series. Human motion can be represented as a group of moving points, with each point’s
trajectory depicted as the 3D locations over time, which we treat as three separate univariate time series.
The learning task can be described as: given 𝑇 frames of the 3D locations of a certain point on human body
x = [𝐿1, ..., 𝐿𝑇 ] ∈ 𝑅3×𝑇 extracted from a 𝑘-fps tracking data as inputs, N-euro predicts this point’s next 𝑁 frames
3D locations y = [𝐿𝑇+0, ..., 𝐿𝑇+𝐾−1] ∈ 𝑅3×𝐾 . Here 𝐾 = 1 represents only smoothing but no prediction.
The goals of the network design are to achieve accurate prediction of the next motion positions, to produce

smooth predicted trajectories, and to maintain a small network structure with low inference time for deployment
on mobile devices. We next outline how each component of the network has been designed to meet these
objectives.
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3.1 Supervision for Prediction and Smoothing
Most NN-based time series forecasting techniques are trained in a self-supervised manner [15, 39, 58], where
previous time series data is used as the training data and the next time series is used as the label. This approach
is typically used when the smoothness of the curve is not a concern, such as with stock prices, which contain
little noise. In human motion tracking, however, the time series data is often noisy, due to both the hardware and
tracking algorithms used. Therefore, in order to achieve both prediction and smoothing, the smoothed future
time series are needed as the ground truth labels.

Pseudo Ground Truth Labeling. Obtaining completely noise-free tracking data is practically difficult. Similar
to the previous work [47], we explore the use of pseudo-ground truth labels as a surrogate. The pseudo labels are
computed by running a double-sided moving average filter offline with a window size of 2𝑘 + 1 to the raw time
series with length 𝑛,

𝑓 (𝑡) = 1
2𝑘 + 1

𝑘∑︁
𝑗=−𝑘

𝐿𝑡+𝑗 , (1)

where 𝑡 ∈ [𝑘, 𝑛 − 𝑘 − 1]. The larger value of 𝑘 , the flatter and smoother the frame will be. Flatter means it is more
biased (i.e., deviated more from the original signal), especially near peaks and troughs. So when tuning 𝑘 , there
is a tradeoff between decreasing the variance (larger 𝑘) and decreasing bias (smaller 𝑘) [38]. The best value of
𝑘 usually is determined empirically by gradually increasing it and observing the smoothed trajectory until it
meets the desired goals. Although the pseudo labels are not as accurate as actual ground truth labels, the easier
labeling process makes it a practical solution for various interactive systems, without requiring a high-precision,
low-noise tracking system. We will further discuss this point in Section 6.

3.2 Architecture and Loss
OurN-euromodel structure is largely based on N-BEATS [58], a time series forecasting model leveraging backward
and forward residual links. The model consists of multiple stacks, each of which computes backcasting and
forecasting weights for pre-defined basis functions and passes the backcasting residual to the next stack. The
final forecasting result is the sum of outputs from all stacks. The design of N-BEATS is thought to adapt to local
data observations. When N-euro observes a small portion of data locally, it can perform self-supervised learning
to achieve accurate backcasting. An accurate backcasting boosts forecasting performance.
There are two main differences between N-euro and N-BEATS. First, N-BEATS is trained in a self-supervised

manner without considering the smoothness of the time series, while we use pseudo ground truth labels and
modify the loss function to penalize less smoothed predictions. Second, the original N-BEATS is designed for
general predictions in a wide array of target domains, leading to a very deep network with large network size. To
fulfill our tiny network size requirement, we leveraged the intrinsic constraints of human movements, pruning the
network to preserve only the necessary components while keeping the smoothing and prediction performance.

Architecture. As illustrated in Fig. 2, the whole N-euro consists of two blocks. The input to the first block is an
𝐼 ×𝑇 time series, where 𝐼 (1 or 3) and 𝑇 represent the spatial and temporal dimensions, respectively. The input
segment x1 is a moving window of historical data with length 𝑇 that ends with the most recent measurement.

The first block starts by processing the input segment through a fully connected layer with ReLU nonlineari-
ties [55] to extract motion dynamics features 𝜽 1. These features are then sent to both the forward and backward
layers to generate a backcast x̂1 and a forecast ŷ1. The backcast x̂1 represents the best estimate of the inputs
x1, while the forecast ŷ1 represents the forecast generated by this layer based on the information captured in
x̂1. The input to the next block is the residual of the first block, x2 = x1 - x̂1. The second block has the same
structure as the first block and produces a second forecast element ŷ2 based on the residual information. In
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Fig. 2. Neural network architecture of N-euro. The input signal is analyzed sequentially by the fully connected layers with
two trend models and two seasonality models [58]. The final prediction is a fusion of two partial predictions, representing
the general moving trend and the periodic feature of human motion, respectively. The whole model size is 5 kB with only
1.2 k trainable parameters.

the N-BEATS paper [58], these two blocks together form a basic building block. The authors suggest stacking
multiple (e.g., 30 in the original paper) such building blocks for better performance. In a follow-up paper by the
same authors [59], it is shown that stacking these building blocks can help learn global characteristics across
different tasks. However, since our task involves predicting only human movement, we decided to remove the
stacking of building blocks, resulting in a significant reduction in model size. We observed that human movement
speed and acceleration cannot change abruptly. Changes in direction must occur through deceleration to zero
in the original direction, followed by acceleration in the new direction. Additionally, human walking presents
periodic up-and-down bobbing [52]. Based on these observations, we use the trend model [58] for the first block
to model the general moving trend (e.g., speed, direction) of the motion, and the seasonality model [58] for the
second block to model the periodic feature of human motion. By sequentially separating and analyzing human
motion, we can more easily identify the motion trend and then learn the periodic motion features. The final
forecast ŷ is the sum of the two partial forecasts, ŷ = ŷ1 + ŷ2.

Loss Function. N-euro predictor aims to minimize the position errors of the prediction while penalizing the
less smoothed prediction during the training. The position error is defined as the Euclidean distance between the
prediction and the pseudo-ground truth,

𝐿𝑝𝑜𝑠 =

𝑇−1∑︁
𝑡=0

2∑︁
𝑖=0

|𝑌𝑖,𝑡 −𝐺𝑖,𝑡 |, (2)
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where 𝑌𝑖,𝑡 is the predicted position and 𝐺𝑖,𝑡 is the corresponding pseudo ground truth position. The acceleration
error [42, 53] is widely used for evaluating the smoothness of a motion trajectory and is defined as

𝐿𝑎𝑐𝑐 =

𝑇−1∑︁
𝑡=0

2∑︁
𝑖=0

|𝑌 ′′
𝑖,𝑡 −𝐺

′′
𝑖,𝑡 |, (3)

where 𝑌 ′′
𝑖,𝑡 is the predicted acceleration computed by taking the second derivative of the predicted positions, and

𝐺
′′
𝑖,𝑡 is the corresponding pseudo ground truth acceleration. Our final loss function is the weighted summation of

these two loss terms,
𝐿 = 𝐿𝑝𝑜𝑠 + 𝛼 · 𝐿𝑎𝑐𝑐 , (4)

where 𝛼 is the parameter controlling the emphasis on prediction accuracy and prediction smoothness. The larger
𝛼 is, the smoother the final prediction, but the prediction accuracy would be lower, and vice versa.

4 EXPERIMENTS
In this section, we evaluate the performance of our proposed N-euro predictor through experiments. We first
describe the experiment setups for data collection and the ground truth labeling. We then introduce several
human motion prediction and smoothing baselines for comparison. After that, we show the performance in terms
of reducing jitter, lag, as well as computational overhead.

4.1 Data Collection

Apparatus. For our experiments, we use a pair of cameras to track the 3D locations of the user’s head in
the display’s coordinate system. Specifically, we track the center of two eyes of the user. The whole tracking
comprises landmark detection, stereo matching for refining the correspondence, and triangulation. More details
on the implementation of the tracking system will be described in Section 5 for “Digital Window”.

Participants and Procedure. We recruited 11 participants (4 female, 7 male) with a wide coverage of the age
range (min = 20, max = 57, mean = 31.2). The participants were asked to move freely in a 3m × 4m rectangle
area labeled on the floor while keeping their faces toward the screen. We also encourage the participants to try
different moving speeds and acceleration at their own paces (e.g., running, fast/slow walking, sudden stop). We
instructed them to do lower speed movement in the first half of the experiment and higher speed movement in
the second half of the experiment, so we could easily divide the data into two-speed ranges for further analysis.
Each participant performed those motions for 5 minutes while the tracking system is running at 160Hz. In total,
we got around 528k (11 × 5 × 60 × 160) data frames.

Data and Labeling. In the experiments, we choose

Fig. 3. Double-sided filtering for pseudo ground truth

an observation window length of 300 ms after a hyper-
parameter search, with a prediction length of 50 ms,
and a 1-frame moving step. It’s important to note that
the observation and prediction lengths may vary for
different applications. The optimal observation length
can be determined by conducting a hyperparameter
search after deciding the prediction length based on
the specific application. As an empirical suggestion,
it is recommended to explore the observation length
range of three to eight times the prediction length. To
assess performance at a lower tracking rate, we downsampled the 160 Hz signal to 40 Hz. As described in Section 3,
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we used a double-sided moving average with a window size of 3 to create the pseudo ground truth for the 160 Hz
signal. We choose 3 to balance smoothing and accuracy. To create the pseudo ground truth for the 40 Hz data,
we first applied a double-sided filter with a length of 5 to the 160 Hz data, then downsampled the data to 40 Hz,
and finally applied a double-sided filter with a length of 3 to the 40 Hz data. This approach further enhances the
quality of the pseudo-ground truth. Fig. 3 demonstrates the smoothing effect of the double-sided moving average
filter. The smoothed trajectory aligns well with the raw signal, indicating low bias, and there is no delay as the
filter uses information from both past and future data.

4.2 Baselines and Implementation
We compare our N-euro predictor with the following four baselines on two metrics.

Naive Filter. The simplest approach to prediction is to use the current data points as the future prediction.

Double-Exponential Filter. LaViola [47] proposed to use the double exponential filter as a predictive algorithm
for AR/VR applications, proving that it provides as accurate predictions as Kalman and extended Kalman filter-
based predictors but with much less computation overhead. We implemented a double-exponential predictor as
instructed in [47].

One Euro Filter. One euro filter [14] is a first-order low-pass filter with an adaptive cutoff frequency for
smoothing the noisy input signals in interactive systems. One euro filter is deployed in many real-time tracking
frameworks (e.g., Google MediaPipe face tracking [43]) due to its simplicity and effectiveness. We used the
implementation from Nicolas Roussel on the one euro filter website [67].

Long Short-Term Memory (LSTM). LSTM is designed to be able to learn the important parts from the
historical sequence and forget the less important ones. LSTM [37] as a powerful recurrent neural network
approach, has been leveraged to solve similar problems on sequential data (e.g., head prediction [66], touch screen
inputs prediction [36], machine reading [16], anomaly detection [51, 68]). It serves as a reasonable NN-based
baseline for our work. We set the number of layers and hidden states to 5 and 256, respectively, resulting in a
model size of 1.45 MB with 346 k trainable parameters (>200 times larger than our proposed N-euro filter).

Implementation. We used PyTorch [62] to implement all deep learning models (LSTM and ours) and trained
the models using a Macbook Pro 2021. The batch size is set to 32. For all models, we used an Adam optimizer with
a dynamic learning rate schedule which started from 0.0005 and repeatedly reduced to half once the validation
accuracy did not improve after 5 epochs. We set the epoch number to 100, with an early stop number of 30. The
final performance of the NN models is computed on the testing set. The whole training time is around 15 minutes.

Evaluation Metrics. We use the Mean Absolute Error (MAE) and the Mean Absolute Acceleration Error
(MAAE [42, 53]) between the prediction and the pseudo ground truth as the evaluation metrics for the prediction
accuracy and smoothness, respectively. Parameter tuning is essential for traditional filters’ prediction/smoothing
performance. We perform a brute-force search for the hyperparameters of the double-exponential filter (𝛼 and 𝛽)
and the one euro filter (𝑓𝑐𝑚𝑖𝑛

and 𝛽) to find the best parameter settings for the testing set. The best parameter
is defined as those resulting in minimal MAE+MAAE for the double exponential filter and minimal MAAE for
the one euro filter (minimizing MAE only would result in a worse double exponential filter). It is worth noting
that since one euro filter is not designed for prediction, it will for sure give a larger MAE when we compare
its outputs to the near-future data points. But it represents the state-of-art smoothing method, so we mainly
compare the MAAE metric between it and the proposed N-euro predictor.
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4.3 Results
We assess the performance of N-euro predictor through a leave-one-user-out evaluation protocol to match the
close-to-practice usage of the model (i.e., N-euro does not need to be re-trained on each new user). So each time,
we train the N-euro predictor on 10 users’ data and test on the left-out user’s data. Then we report the average
results across the 11 data divisions. As we apply a sliding window approach, for each test set, the prediction
results contain the whole trajectory except the first 300ms.

Fig. 4. Overall performance of different methods across users and different speeds. Under both sensing frame rates of 160Hz
and 40 Hz, N-euro predictor achieved the least MAE (best accuracy) and the least MAAE (best smoothness on par with the
fine-tuned one euro filter). 160Hz could provide more fine-grained information on motion dynamics (e.g., speed, acceleration),
thus leading to slightly better accuracy in prediction.

 60

 65

 70

 75

 80

 2  2.2  2.4  2.6  2.8  3

X
 [

c
m

]

Time [s]

LSTM
Double Exponential

One-euro
Raw Signal

N-euro

(a) Predicted Trajectory (X-axis)

-21

-20

-19

-18

-17

 0  0.2  0.4  0.6  0.8  1  1.2

Y
 [

c
m

]

Time [s]

LSTM
Double Exponential

One-euro
Raw Signal

N-euro

(b) Predicted Trajectory (Y-axis)

-100

-90

-80

-70

-60

-50

-40

-30

 5  5.2  5.4  5.6  5.8  6  6.2

Z
 [

c
m

]

Time [s]

LSTM
Double Exponential

One-euro
Raw Signal

N-euro

(c) Predicted Trajectory (Z-axis)

Fig. 5. N-euro gives the best prediction among all (best viewed when zoomed in) on the predicted trajectories on X, Y, and Z
axis. X and Z axes are the directions that participants were moving along freely. Y is the vertical axis, where the up-and-down
bobbing of human walking happens. Here we can observe that the one-euro filter has an obvious lag (it is actually the current
location after smoothing) as it cannot predict future locations, while other filters are showing the predicted future location.

4.3.1 Prediction and Smoothing.

Overall Performance. The overall performance of different prediction methods was evaluated in Fig. 4. The
N-euro achieved better accuracy and smoothness compared to the baseline LSTM network. Compared to the
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double exponential filter, the N-euro predictor reduced prediction error by 36% and improved smoothness by
42%. The prediction error of the naive filter and the one euro filter was calculated using the current frame as
the prediction. Fig. 4 shows that the N-euro predictor had similar MAAE (mean absolute average error) to the
fine-tuned one euro filter in terms of signal smoothness (and of course much lower MAE in terms of lag). Fig. 5
compares a portion of the predicted trajectories from the N-euro predictor and all baselines on all three axes.
The raw signal was shifted ahead by 300 ms to represent the target prediction. The N-euro provided the best
smoothness among all methods and was closest to the raw signal, especially at turning points, validating that the
proposed N-euro predictor effectively reduces both jitter and lag simultaneously.

Fig. 6. Impact of movement speed. When predicting lower-speed movements, the baseline filters achieved almost comparable
results to N-euro predictor, but as the movement speed increased, N-eurosignificantly outperformed the baseline filters. Note
that the hyperparameters of the baseline filters were tuned separately for lower-speed and higher-speed data, whereas the
neural network (N-euro) used the same parameters for both types of data.

Effect of Movement Speed. As previously stated, we collected data from movements at varying speeds, includ-
ing low-speed movements (e.g., walking) and higher-speed movements (e.g., running, jumping, and squatting),
with average speeds of 0.9 m/s and 3.5 m/s, respectively. The overall speed ranges from 0.5 m/s to 6 m/s. As
traditional filters need different hyperparameters for different speeds, we performed a brute-force search for both
lower and higher-speed movements. The results showed that different hyperparameters were indeed needed for
each speed scenario to achieve the best MAE+MAAE on the testing sets. In contrast, the N-euro and LSTM filters
were trained on the training data without any further fine-tuning on the testing sets. Figure 6 illustrates the
impact of movement speed. At lower speeds, the traditional filters with optimal hyperparameters could perform
similarly to the N-euro and the LSTM filter. However, as speed increased, even with the best hyperparameters,
traditional filters were unable to maintain their performance, but the N-euro outperformed all baselines in terms
of prediction accuracy.

To further illustrate the prediction ability, Fig. 7 shows the prediction trajectories of both a traditional predictive
filter (double exponential) and the N-euro . Both filters demonstrated larger prediction errors at direction-changing
points (e.g., red dashed circles), which are due to the time required for filters to change the motion dynamics (e.g.,
speed, acceleration) accordingly from historical data. At lower speeds, the change in motion dynamics was small.
The double exponential filter could handle this scenario with a similar performance as N-euro. However, at high
speeds, the better adaptation ability of the N-euro resulted in a much lower prediction error.

Impact of Sensing Frequency. We assessed the impact of sensing frequency by training the N-euro predictor
using data collected at two different frequencies: 160Hz and 40Hz (downsampled from 160Hz). The observation
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Fig. 7. Comparison between traditional predictive filter (double exponential) and N-euro. At the direction turning points (e.g.,
red dashed circle), the double exponential filter has more “over-anticipate” than N-euro. At lower speeds, the difference is not
significant. While with higher-speed movements, N-euro achieved much less prediction error at those turning points than
the fine-tuned double exponential filter.
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Fig. 8. (a) The predicted trajectories with a prediction length of 50ms using different sensing frequencies are shown. The
results indicate that using a higher sensing frequency of 160Hz leads to lower prediction error (closer to the target) compared
to a lower frequency of 40Hz, particularly at turning points. The prediction with 160Hz appears to have more jitter due to its
capturing of three times more points (thus more fluctuates between data points; higher initial MAAE). (b) The longer the
prediction length is, the higher the prediction error will be.

length was fixed at 300ms and the prediction length at 50ms, which correspond to 40/8 frames for the 160Hz
sensing frequency and 10/2 frames for the 40Hz sensing frequency. As depicted in Fig. 8(a), the prediction with a
160Hz signal demonstrates a lower error (closer to the target). The prediction with 160Hz appears to have more
jitter (higher MAAE) due to its capturing of three times more points (thus more fluctuates between data points;
higher initial MAAE). From Fig. 4, we observe that prediction with 160 Hz reduces more jitter (a reduced MAAE
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of 1.9 𝑐𝑚/𝑠2 from the naive filter) compared to the prediction with 40Hz (a reduced MAAE of 1.1 𝑐𝑚/𝑠2 from the
naive filter).
In Fig. 8(a), the predicted trajectories further highlight the phenomenon in the speed experiments where

deviation from the actual trajectory is most significant at direction-changing/turning points. The higher sensing
rate results in more data points to learn the movement dynamics (this reveals the same underlying rationale with
lower movement speeds), making it easier for the neural network to learn the changes in speed and acceleration.
This, in turn, results in a shorter time for the prediction to catch up with direction changes, leading to the
observed less “over-anticipate” in the prediction compared with 40Hz inputs. This analysis suggests intuition
on why the neural network could predict the motion: it is still fitting a curve from the historical data but in a
more complicated and powerful way, allowing for quicker adaptation to direction changes than the traditional
methods. This also implies that the “over-anticipate” issue is inherent (adaptation takes time anyway) and will be
discussed further in Section 6.

Impact of Prediction Length. Fig. 8(b) illustrated that the larger the prediction length, the larger the prediction
error will be. This is because human motion is essentially arbitrary, and the longer it is into the future, the less
likely it will be related to the past. This plot also validated that with the same prediction duration, prediction
with 160 Hz as inputs is more accurate than prediction with 40Hz signals.

Summary. The proximity of adjacent sensing data points reflects the human movement speed and sensing
frequency. Based on the above experiments, when the distance between adjacent sensing data points is short,
all filters tend to perform better, and the difference between N-euro and traditional filter is minor. However,
as the distance grows (indicating a higher movement speed or lower sensing frequency), the N-euro predictor
significantly outperforms traditional filters under the condition that they have been fine-tuned on the testing set.
In practice, fine-tuning for finding the best parameters cannot be achieved easily in real-time and traditional
filters are typically set to a middle ground between low and high speed, which leads to subpar performance at
either end. Given that most human-display interactive applications involve a wide range of movement speeds
and relatively low tracking frequencies, the advantages of the N-euro become more pronounced.

4.3.2 Generalization to Other Motions without re-training. We evaluated the generalization ability of the N-euro
filter to other types of human motion without retraining the model on new data. Specifically, we tested its
performance on human hand motion in free space and cursor movements. N-euro filter works reasonably well in
both scenarios.

HumanHandMotion. Hand motion is another common way for human-display interactions [40, 50, 65, 71, 78].
To assess the performance of the N-euro predictor on human hand motion, we collected data from one participant
who wore an AR headset to capture hand motion videos at 40 FPS while performing daily activities (such as
waving, drinking, and boxing). We processed the videos using Mediapipe [30] to obtain the trajectories of the
center of the palm. We used the model trained on 40 Hz head movement data to predict 50 ms into the future of
hand movements. The average prediction error for waving and drinking was 1.1 cm, and for boxing was 27.6 cm.
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Fig. 9. Predicted cursor trajectories of different shapes.

Method Running Time [ms]
Double Exponential Filter 0.05

One Euro Filter 0.01
LSTM 2
N-euro 0.95

Table 1. Running time of different methods

Cursor Movement. We collected cursor trajectory data using a Python application with the PyAutoGUI
library [75]. One participant drew different shapes (e.g., circle, square, triangle) using the cursor, and the data
was collected at 40 FPS. After collecting the cursor trajectories, we added Gaussian noise with a 0 mean and
5-pixel variance. We then used the N-euro predictor, which was trained on the 40 Hz head movement data, to
predict the cursor movements 50ms into the future. As shown in Fig. 9, the predicted trajectories were slightly
off at the edges of the triangle and square, but overall the accuracy was not bad. The average prediction error
was 12.4 pixels, which was computed by comparing to the initial cursor trajectory before adding the noise (actual
ground truth).
The average moving speed in the testing dataset for cursor movements was around 520 pixel/s, which corresponds
to a moving distance of 26 pixels in the 50 ms prediction length. The resulting prediction error percentage
was 47%, a value similar to that obtained for head movement prediction using the N-euro predictor (42%) and
the double exponential filter (46%). However, boxing, being a fast-moving and direction-changing motion with
an average speed of 9.2 m/s, has a much higher average speed than the highest moving speed (6 m/s) in the
N-euro predictor training set. Consequently, the prediction error percentage for boxing was much higher at 60%.
This suggests that N-euro predictor’s performance is affected by the similarity of motion dynamics such as speed
and acceleration between the training and testing scenarios. In cases where there is a significant difference in
dynamics, it may be necessary to collect new training data to achieve optimal results.

4.3.3 Computation Overhead. The whole model size of N-euro is 5 kB with 1.2 k trainable parameters. To
demonstrate the computation/inference speed for each method, we took 100 random test samples from each
method and computed the overall average running times on a MacBook Pro 2021. Table 1 shows the computation
overhead for each method. We can see that although N-euro predictor runs slower than the traditional filters, its
running time is still less than 1 ms. This is sufficiently fast for real-time human-display interactions.

5 USER STUDY
After validating N-euro from the algorithmic perspective, we then conducted a user study to showcase the
capabilities of N-euro for improving the actual user experience in different human-display interactions. We
implemented two real-time interactive systems. As shown in Fig. 10(a), the first system – Digital Window, is an
Fish Tank Virtual Reality (FTVR) system that uses a desktop display to mimic an actual window by head-tracked
rendering [27, 34, 88]. The second system illustrated by Fig. 10(b) is an AR mirror that always renders an add-on
marker to the center of the user’s eyes while the user is moving. Each system has four different versions, which
correspond to four different ways of motion prediction and smoothing. Each user would play with all four
versions of the two systems. During the user study, we measured participants’ perceived jitter, lag and collected
qualitative feedback on the overall user experience. This study was approved by our Institutional Review Board.
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Fig. 10. The two systems used to evaluate our proposed predictor in the user study are: (a) Digital Window - a display that
mimics a real window by showing scenes based on the user’s position. The left image shows the system, and the right shows
our implementation with the big images being what the user sees (captured by a camera attached to the face) and the insets
showing the user’s location. (b) AR Mirror - an AR marker is attached to the mirror-reflected face while the user moves. The
left image shows the system using a reflective screen as the mirror. The right image shows our implementation (captured by
a camera attached to the side of the face; for illustration, the marker is drawn in the camera’s perspective, not the user’s eye
perspective used in the user study).

5.1 Apparatus and Participants
In both devices, we track the 3D locations of the center of two eyes of the user and define the origin of the
display’s coordinate system as the center of the display and the three axes as shown in Fig. 11(a). Note that we
use camera(s) to track the user and get the result in the camera’s coordinate system, and thus we need to convert
the results in the display’s coordinate system. The calibration of the two coordinate systems can be done with a
mirror [28]. Since the movement range of the user in Digital Window is much larger than that in the AR Mirror, it
also requires a higher tracking accuracy. Therefore, we leveraged a pair of cameras in the Digital Window system
and a single web camera in the AR mirror system. Note that both devices do not need the gaze direction of the
user. The following introduces our implementation details on the hardware, tracking algorithm, and rendering
methods for each system.

Digital Window (VR). The tracking system uses a pair of Basler cameras [11] with wide angle lens [76],
and a micro-controller Teensy 3.2 [2] for synchronization. The display is a 27-inch Acer Nitro XV273K [1].
All the computation is done on a Dell desktop with NVIDIA GeForce RTX 3090 GPU [19]. The tracking is
composed of landmark detection, stereo matching for refining the correspondence, and triangulation and is
implemented in Python with the OpenCV libraries [13]. The tracking result is sent to an HTML webpage
application through WebSocket. The webpage application renders scenes according to the current location of the
user and is implemented in Three.js (JavaScript and WebGL). The tracking is running at 40 FPS and the display’s
refresh rate is 120Hz. We next talk about the rendering details for mimicking a real window.
Since we are using a fixed-size window of 27 inches, we need to render the scenery such that it will be the

same as what a user will see through a 27-inch real window. To do this, we first capture a wide field-of-view
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Fig. 11. The implementation details of the two systems. (a) The 3d location of the center of two eyes is tracked in the display’s
coordinate system. Gaze direction is not needed. (b) Digital Window’s rendering system places the virtual camera, virtual
window, and virtual scene following the real locations of the user, display, and scene such that the rendered scene is realistic
and mimics what a user will see through a real window. (c) AR mirror renders the marker at the projection point of the face
center onto the display such that the user will see it at their reflected face’s center.

(FOV) photo of the iPhone’s 0.5x camera (as shown in Fig. 11 (b.1)). Then, in the rendering system, we place a
virtual window around the origin (Fig. 11 (b.2), yellow rectangle) which has the same size as the display. We
convert the photo from a perspective projection to a spherical representation and attach it to a big sphere as the
texture. The sphere’s center is aligned with the virtual window’s center, and the texture is directly in front of
the window (see Fig. 11 (b.2)). We place a virtual camera at the same location as the user. In order to have more
pixels in the rendered window’s region, we point the camera to the center of the window. Fig. 11 (b.3) shows the
rendered images with the yellow window; finally, we do a homography transformation to convert the window
region to be rectangular and show it on the display ((b.3)). We validated these steps by making sure that when
we put the display at the same location where the photo was captured, the rendered scene coincides with the real
scene; that is, the display looks transparent. To make the digital window more realistic, we added a 3d window
frame and virtual indoor lighting similar to real lighting, e.g., the brown window shown in Fig. 10 (a); we also
hid the cameras with black cardboard as shown in Fig. 10 (a) right blue dotted line box; finally, we added sound
which is compatible with the scene,e.g., adding the sound of waves to the scene of Fig. 11 (b).

AR Mirror. The system is implemented with an M1 Pro MacBook Pro [4]. The MacBook’s screen is reflective,
and the user can clearly see their reflection when the screen is dark (see Fig. 10 (b) right). We render an AR marker
on the reflected face’s center from the user’s eye’s perspective. This is achieved by tracking the 3d locations of the
center of two eyes in the display’s coordinate system, then projecting it to the display screen, and then drawing
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the marker on the projection point (see Fig. 11 (c)). The tracking is done by MacBook’s embedded web camera
and implemented by Python code and OpenCV. The 3d location estimation is by a Facemesh algorithm and
known pupillary distance. For the Facemesh algorithm, the input is a single face image and the camera’s intrinsic
parameters (including focal length and center points), the output is 3d mesh of the face in the camera’s coordinate
system with an unknown scale, and it can be implemented by 3D Morphable Face Models method [5, 22, 29]. The
unknown scale can be solved by the known pupillary distance. The rendering is simply adding a circle to the
tracked locations.

Participants. We recruited 34 participants (14 female, 20 male; 13 in the age group of 18 − 24, 19 in the age
group of 25 − 34, and 2 in the age group of 34 − 45). No participant reported prior injuries to their eyes. Each
participant received a compensation of $25 for their time after completing the study.

5.2 Design and Procedure

Baseline and Comparison Filters. We have four versions of the system 2: 1) Baseline: No filter. The motion-
to-photon latency without any filter is around 60 ms for the Digital Window and around 30 ms for the AR mirror.
2) One euro filter: we tuned the one-euro filter for each system to validate smoothing performance. 3) Double
exponential filter: we fine-tuned the double exponential predictive filter for comparison. 4) N-euro. Both the
double exponential filter and our N-euro were configured to predict 50 ms and 25 ms into the future for the Digital
Window and AR mirror, respectively, reducing perceived lags to an unperceivable level (<10 ms).

Experiment Design. The whole study contains two sections for the corresponding two systems. In each
section, we randomly choose two versions of the system as a trial out of the four setups. So each section consists
of 6 trials. In total 6 trails × 2 sections = 12 conditions per participant. The experiment design is within-subject.

Side-effects Metrics. As shown in [57], Root Mean Square Error (RMSE) sometimes cannot capture the side
effects caused by the prediction. To compare the perceived user experience among the predictors, we also used 6
most common side effects (wrong distance is hard to observe in our setting) from [57]:

• lateness: The prediction was perceived as late or slow to react to the actual movement.
• jitter: The prediction was perceived as trembling around.
• over-anticipate: The prediction was perceived as too far ahead in time or to overreact to the user input.
• wrong orientation: The prediction was not going in the same direction as the user’s movement.
• spring effect: The prediction appeared to “yo-yo” around, possibly in several motions.
• jumps: The prediction appeared to jump away from the finger at times.

Among them, lateness and jitter correspond to the two main effects our N-euro design targets at: perceived delay
and jitter.

Procedure. In the beginning, participants signed a consent form and received an overview of the user study.
Table height was calibrated to place the desktop/display at the center of each participant’s head. An instructor
then demonstrated how to interact with the systems with different movement directions, distances, speeds, and
accelerations and reviewed side effect descriptions. Participants experience two randomly selected versions
of the system consecutively in one trial. Since there are 4 versions of the system, this results in a total of 6
trials (all combinations of two versions out of 4 versions) for each participant. Each trial takes 2 minutes (one
minute for each version). Immediately after each trial, participants were asked to rate jitter, lag, and overall user
experience. The ratings were on a scale of 3 (no/little jitter/lag, best user experience), 2 (noticeable jitter/lag, fine
user experience), and 1 (obvious jitter/lag, barely usable/unbearable user experience). Participants also verbally

2We unfortunately could not integrate the TurboTouch predictor [56] in our study due to the complex fine-tuning process, the final user
experience of the optimal TurboTouch predictor and the N-euro predictor remains to be compared.
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described any side-effects. An interview was conducted at the end to gather participants’ overall experiences and
suggestions. The study took around 30 minutes per section, with breaks encouraged between sections and trails.
Participants were not informed of the filters used, even for the baseline group.

5.3 Qualification Round
The qualification round of our study was designed to evaluate the visual sensitivity of our participants. A simple
experiment was conducted after the main user study to ensure that they had the ability to distinguish between
different versions of the system. In the latency sensitivity test, the digital window system was set to three different
lags: 60 ms (baseline), 120 ms (an additional 60 ms), and 180 ms (an additional 120 ms). For the jitter sensitivity
test, Gaussian noise was added to the tracked eye position with zero mean and standard deviation of 0, 0.01, and
0.04. Participants were asked to rank the lag and jitter in decreasing order. If they were unable to rank them
correctly, their evaluations were excluded from the data analysis.

5.4 Results
All 34 participants passed the jitter qualification test. 4 participants failed the latency sensitivity qualification test
as they reported that the three versions of the digital window system with different preset delays are similar to
them. As a result, their answers were excluded from the following analysis.
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Fig. 12. The N-euro predictor was rated as delivering the best overall user experience in both VR and AR settings, performing
as well as the double exponential filter in prediction and equally well as the one euro filter in smoothing. In terms of lag
performance, the N-euro predictor was found to be equal to or better than the double exponential filter and better than the
one-euro filter and baseline. Meanwhile, the one euro filter was rated as equal to or better than the N-euro predictor in terms
of jitter performance, with the baseline and double exponential filter rated as worse.

Perceived Lag and Jitter. Since each participant experienced all combinations of the two randomly selected
versions of the system consecutively out of the four versions, each filter was compared to all the other three
filters. Therefore, the added score range for each filter is 3 − 9 for the three metrics: lag, jitter, and overall.

For the Digital Window application, three 4-level one-way repeated measures ANOVAs reveal a significant main
effect of different filters on perceived jitter (𝐹 (3, 27) = 251.79, 𝑝 < 0.001), perceived lag (𝐹 (3, 27) = 317.22, 𝑝 <

0.001) and overall experience (𝐹 (3, 27) = 269.26, 𝑝 < 0.001), indicating that the user experience varied across
the different versions of the system. Subsequent post-hoc Tukey tests demonstrated that the system with the
N-euro predictor outperformed the other three versions across all three metrics (𝑝 < 0.001) , except that for the
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perceived lag, there is no significant difference (𝑡 (28) = 1.01, 𝑝 = 0.32) between the N-euro predictor and double
exponential predictor; and for the perceived jitter, there is no significant difference (𝑡 (28) = −0.42, 𝑝 = 0.67)
between N-euro predictor and the one euro filter.
For the AR mirror application, the same three 4-level one-way repeated measures ANOVAs were computed.

similar results were obtained. The different filters had significant effects on perceived jitter (𝐹 (3, 27) = 172.22, 𝑝 <

0.001), perceived lag (𝐹 (3, 27) = 215.82, 𝑝 < 0.001), and overall experience (𝐹 (3, 27) = 252.33, 𝑝 < 0.001). The
post-hoc Tukey tests indicated that the N-euro predictor outperformed the other versions in all metrics (p <
0.001), except for perceived lag (𝑡 (28) = 0.23, 𝑝 = 0.81) where there was no significant difference compared to
the double exponential predictor; and for perceived jitter, the one euro filter outperformed the N-euro predictor
(𝑡 (28) = −10.34, 𝑝 < 0.001).

These statistical analyses demonstrate that the N-euro predictor was able to effectively reduce lag to the same
extent as the double exponential filter while at the same time smoothing out jitter as well as the one euro filter,
receiving the highest ratings for the overall user experience in both VR and AR settings.
We also calculated the average ratings from all 30 participants and presented the mean scores of each filter

for the three metrics: lag, jitter, and overall. As shown in Fig. 12, in the Digital Window/VR setting, the overall
user experience ranking was aligned with the jitter performance: one euro filter >= N-euro > baseline > double
exponential filter. In the AR mirror setting, however, the overall user experience was more closely aligned with the
lag performance: N-euro >= double exponential filter > one euro filter >= baseline. This suggests that participants
in the FTVR setting, who were farther from the screen, paid more attention to jitter. In contrast, in the AR mirror
setting, where the mirrored image was treated as a reference with no delay, participants were more sensitive
to lag. Despite the higher levels of jitter in the double exponential filter, more participants preferred it over
the one-euro filter in the AR setting. Two participants preferred the one-euro filter over the N-euro predictor
even if the N-euro had less lag and the same jitter level. This was due to the imperfect prediction, especially at
direction-changing moments, which we will discuss further in Section 6.

Side-effects. The side effects of lateness and jitter have been discussed through the perceived lag and jitter
rankings. In addition to these, the most commonly reported side effect by participants was “wrong orientation”
and “over-anticipation”. 21 and 12 participants reported that the system using the double exponential filter had
the side effects of “wrong orientation” and “over-anticipation”, respectively, while 4 and 2 participants reported
that N-euro had the side effects of “wrong orientation” and “over-anticipation”, respectively. Participants noted
that the “wrong direction” and “over-anticipation” side effects typically occurred at turning points where they
suddenly stopped and changed their moving direction. This result is consistent with our analysis in Section 4
(Fig. 7) which shows that both N-euro and the double exponential filter have higher prediction errors at turning
points, but N-euro predictor outperforms the double exponential filter significantly with much less overshooting.
No participants reported “spring effect” or “jumps”.

Positive Comments. Many participants provided positive comments about the system. P2 mentioned after
trying the AR mirror that “It’s like magic. I can see a very obvious lag between my motion and the rendered circle on
the first version. But the last version could accurately follow my motion.” 25 out of 30 participants said they like
the Digital Window system and would be willing to have one at home/office. P11 was really impressed: “Really
fun experience! I can see the potential for this technology. It’s fun that I feel tired when there is lag in the system
and feel ‘lightweight’ and relaxed when played with one of the versions”. P25 was happy after the user study: “I
was worried before the experiments that maybe I cannot feel the difference if the difference/improvement is subtle.
Cause I do not play video games at all and am not sensitive to tiny motions. After I tried these, oh, I can!” Some
participants also mentioned that they felt less motion sickness when the lag and jitter were smaller: “as someone
who is pretty sensitive to motion sickness, I obviously felt better when I was using the third system (with the proposed
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predictor).” The overall user experience rating and the subjective feedback show good practical usability of the
N-euro predictor and the potential for the proposed Digital Window system.

User Suggestions. Some participants also gave suggestions for system improvements. 10 out of 30 participants
mentioned that to mimic a real window experience better, the display should be embedded into a wall or use
a projector instead of a display. Another common suggestion is the rendered scenery on the Digital Window
should be 3D and the lighting reflected from the objects in the scenery should change accordingly. Over half of
the participant thinks the add-on for the AR mirror should be more fascinating (e.g., P9: “it should be similar to
the AR effect of the Snapchat/Instagram lens, so it can be more practical.” ). Two people (P2 and P15) mentioned that
they can feel the lag when they were quickly changing directions.

6 DISCUSSION
We discuss some of our limitations in this work and possible directions for improvement.

Ground truth. Although pseudo-ground truth labeling makes it easier to apply our N-euro to various interactive
systems, we acknowledge that one limitation of our work is the lack of actual continuous ground truth in some of
the experiments. In these cases, we passed the sensed signal to a double-sided moving average filter to obtain the
labels for supervising the training. This means that the real-time prediction performance of our N-eurowas trained
to approximate the performance of an offline double-sided moving average filter, which can see into the future.
We conducted simulations on head motion data and the cursor experiment, adding noise to the ground truth to
simulate noisy measurements and calculating pseudo-ground truth from the noisy simulated measurements. We
trained N-euro using both types of ground truth and found similar errors in both settings, indicating the validity
of using the double-sided moving average filter result as the pseudo-ground truth. Additionally, our user study
results demonstrated that systems with our N-euro indeed provided the best actual user experience compared to
other filters. Although we have shown that our N-euro can achieve good performance using pseudo-ground truth,
it is worth noting that actual continuous ground truth remains the best way to supervise training if it is available.

Prediction Errors at Turning Points. Given the non-linear and nondeterministic nature of human motion,
uncertainty and errors are inherent in predictions. Although our experiments demonstrated that N-euro adapts to
motion dynamics faster than other baselines, we observed that the error at turning points is consistently higher
than in other places. However, we also found that a higher sensing rate led to lower prediction errors, particularly
at turning points. To address this issue, a possible approach is to train a smart upsampling network and then
apply N-euro to the generated higher-rate data. This two-stage method may outperform a one-stage method that
directly uses low-rate data because the upsampling training can be supervised. This approach is in line with
recent work [20] and represents an interesting avenue for future research.

Multi-points Prediction. In Section 3, our approach considers human motion as a collection of moving points,
where our method makes predictions by processing the time series of individual points independently. While
this approach works well when dealing with rigid bodies, where the relative positions between points remain
constant, it may face challenges in scenarios involving non-rigid bodies, such as the human body. In such cases,
predicting multiple points independently, like the hand, arm, and body, may lead to results that do not adhere
to specific shape or kinematics constraints. To overcome this limitation, an exciting avenue for future research
involves exploring ways to incorporate these shape and kinematics constraints into the prediction process. By
doing so, we can significantly enhance our ability to predict multiple points simultaneously on non-rigid bodies,
thus improving the overall accuracy and coherence of the predictions.

Motion-to-Photon Latency Measurement. In our current user study evaluation, we relied on participant-
reported perceived lag as an indicator of the actual user experience. However, for a more comprehensive analysis,
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it would be beneficial to also report the precise motion-to-photon latency of the system after incorporating various
types of filters. There was no standard and easy way to measure the motion-to-photon latency in interactive
systems. Most ongoing research work focuses on measuring the motion-to-photon latency in Head-Mounted-
display [18, 70, 74]. Systematically measuring motion-to-photon latency within our current user study setting
proves to be complex. Obtaining the user’s precise location at the moment when rendering is complete presents
considerable difficulty. To achieve this, it is necessary to capture the user’s motion and the rendered scene
simultaneously, either through a single sensor or multiple synchronized sensors. One commonly employed
approach involves utilizing a high-speed camera capable of capturing both the display and the user. However, a
potential issue arises due to the nature of unrestricted user movement, which may obstruct the camera’s view
during motion, reflecting the real-life usage scenario. Alternative techniques could be explored in the future. For
instance, despite the complexity of calibration and synchronization, employing multiple cameras from different
angles or using additional sensors like accelerators or photodiodes might help capture the user’s motion accurately
without obstructions.

Complexity of Neural Network vs. Traditional Filters. Compared to traditional hand-crafted filters
that usually have only 1 − 10 parameters, the neural network (NN) requires significantly more parameters
and computation. This can make it challenging to be used on edge devices with low computational power.
Additionally, the NN requires a training process and has a longer running time, whereas traditional filters can
be easily implemented (though the hyper-parameter tuning could be tricky) and have an instant running time.
Fortunately, the computation cost of N-euro is acceptable for middle to high-end platforms such as AR glasses,
phones, and laptops. The running time is fast, taking less than 1 ms, and the training can be completed within
tens of minutes. Our proposed approach is not intended to replace traditional filters entirely, but rather to explore
whether a NN with thousands of parameters can learn human motion dynamics and make better predictions than
hand-crafted filters with the best-tuned parameters. This paper marks a preliminary step towards achieving this
objective. Future work could focus on reducing the network complexity using common operations like distillation,
pruning, and quantization. Additionally, a hybrid approach could combine the strengths of traditional filters and
the NN, such as using the NN to estimate speed/acceleration from noisy data and integrating them into a double
exponential filter or directly employing the NN to estimate parameters of traditional filters.

7 CONCLUSION
This work introduced a lightweight neural-network-based predictor, N-euro, for motion trajectory smoothing
and prediction in vision-based interactive interactions. The N-euro predictor simultaneously reduces the jitter
and lag, which are the two main issues influencing the human-display interaction user experience. Compared to
other widely-used smoothing and predictive filters, the experiment result shows N-euro predictor achieves the
least prediction error. The effectiveness of the N-euro filter was further validated through a user study (n=34)
with two self-designed interactive systems, Digital Window (VR) and AR mirror. Repeated ANOVAs and the
post-hoc Tukey tests indicate that participants preferred the system equipped with the proposed predictor over all
other baselines. This simple yet effective predictor has the potential to be widely adopted in various vision-based
interactive systems.
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